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Choral music separation refers to the task of

extracting tracks of voice parts (e.g., soprano, alto,

tenor, and bass) from mixed audio. We make three

contributions on the choral music separation task:

What We Do
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• An automated pipeline for synthesizing choral

music data from sampled instrument plugins

within controllable options for instrument

expressiveness.

• A 8.2-hour-long choral music dataset from the

JSB Chorales Dataset.

• Multiple separation models of 4-part choral

music separation from different backbones.

Data Synthesis Pipeline and Model Training Pipeline

Dataset Specification

Experiments on Different Separation Backbones

We apply four backbones to train the choral music

separation models on our proposed dataset:

Among four backbones, Spec-U-Net and Res-U-Net,

as frequency-domain models, perform better than

Wave-U-Net and Conv-TasNet as time-domain

models.

Our provided dataset is synthesized from there

instrument plugins: piano, vocal, and strings. The

sampled instruments we use are listed below:

String datasets are sampled from Intimate Strings

Bundle, which is detail provided in our paper.

Experiments on Finetuning Experiments

We evaluated the separation models pretrained by

our dataset on the real choral music separation

datasets, to determine if they get improvements:

In both Cantoria Dataset and Choral Singing Dataset,

our pretrained models achieve significant better

results in the source-to-distortion ratio performance.
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