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Introduction

MMR Representation with Music BPE

3-D Positional Embedding

Symphony Generation: 
Generating multi-track symbolic music with repeatable
instruments.

Permutation Invariance:
Notes playing simultaneously have no priori order.

Challenges:
- Flatten a 2-D score into sequential tokens and 

distinguish tracks with the same instrument.
- Build a language model where simultaneous notes 

could be swapped.
- Generate symphony music which becomes an 

ultra-long sequence of tokens after flattening.

Solutions:
- Multi-track Multi-instrument Repeatable (MMR) 

representation
- 3-D Positional Embedding
- Music BPE and a linear transformer decoder

Experiments and Results

Good News! Self-attention modules in Transformer are 
designed premutation invariant.

Use 3-D Positional Embedding to tell the model:
- Simultaneous Notes within the same track have 

totally the same positional embedding.
- Simultaneous Notes in different tracks just have 

different “track labels”, learned by randomly 
assigned track numbers.

- Successive notes within the same track are located 
by their unique measure position embedding (MPE) 
and note position embedding (NPE).

MMR Representation:
- Beat-based time-unit suitable for score notes
- Align different tracks by Measure
- Structural and controlling tokens, like:
- [𝐵𝑂𝑆], 𝐸𝑂𝑆 , [𝐵𝑂𝑀𝑖], [𝐸𝑂𝑀] indicates a score 

or a measure’s beginning or ending
- [𝐶𝐶] indicates a beginning of another track within 

the same measure
- [𝑃𝑂𝑆𝑖], [𝐶ℎ𝑜𝑟𝑑𝑖], etc.

- Note attributes: event, duration, track, instrument

Music BPE:
- A trade-off between Pitch (“character-level”) and 

Chord (“word-level”): Find “Subword” in music.
- Difference: Music BPE is based on concurrence of 

notes rather than adjacency of characters in the 
original BPE algorithm.

Experiments:
- Collected Symphony Dataset 

- 46,359 symphony scores with 279M notes
- Ablation Study (on Symphony Dataset):
- Comparison to MMM[1] on LMD Dataset[2]

- Subjective Listening Test
- 50 participants including 25 musicians
- Rating in 5 dimentions: Coherence, Diversity, 

Harmoniousness, Structureness, Orchestration
and overall Preference

Results:
- Objective results
- Music BPE “subword” analysis
- Subjective results:

- Music BPE + 3-D positional 
embedding improves 
generation quality.

- SymphonyNet surpasses 
MMM in all indicators and 
could construct coherent, 
unique, complex, and 
harmonic symphonies. 
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