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Highlights Potential Applications

We introduce a novel multitrack dataset called “EnsembleSet” The presented dataset not only contains high-quality multi-microphone renders of various in-
generated using the Spithre BBC Symphony Orchestra |i- struments, but is also accompanied by the MIDI files used for generating this dataset. This paired
brary with ensemble scores from RWC'and Mutopia®. data can be utilised for various tasks including multi-instrument transcription, instrument rec-

ognition, score-informed source separation, microphone simulation and automatic mixing.

Our data generation method introduces automated articula-

tion mapping for up to 16 different playing styles based on the Microphone Conﬁgurations
input MIDI/MusicXML data.

Fig. 3: Recording configuration for the Spitfire Audio BBC Symphony Orchestra sample library

80 tracks (6+ hours) of string, wind and brass ensembles. depicting the placement of individual performers and respective microphones.
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C We present our baseline results for separating 2 source mixtures trained on EnsembleSet and
% 0.75 7 compare it with prior work on the same task trained with limited datasets.
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