
● Eval sets (not included in training data)
○ Music splits of AudioSet;  MagnaTagATune

● Zero-shot tagging
○ Score(track, text label) =  Cosine similarity(audio emb,  text emb)
○ For each track, rank the scores for all labels

● Linear probe
○ Train linear classifiers using frozen audio embeddings as inputs

● Result
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ABSTRACT
This paper presents MuLan: a first attempt at a new generation of 
acoustic models that link music audio directly to unconstrained natural 
language music descriptions. MuLan takes the form of a two-tower, joint 
audio-text embedding model trained using 44 million music recordings 
(370K hours) and weakly-associated, free-form text annotations. Through 
its compatibility with a wide range of music genres and text styles 
(including conventional music tags), the resulting audio-text 
representation subsumes existing ontologies while graduating to true 
zero-shot functionalities. We demonstrate the versatility of the MuLan 
embeddings with a range of experiments including transfer learning, 
zero-shot music tagging, language understanding in the music domain, 
and cross-modal retrieval applications.

INTRODUCTION

RESULTS

TRAINING DATA

● Goal
○ Build a new audio foundation model that provides a natural language interface to 

support arbitrary music tagging and retrieval tasks

● The Strategy
○ Following success of image-text representation pretraining models (e.g. CLIP, 

ALIGN), we train a joint embedding of music audio and natural language using a 
very large collection of associated  audio-text pairs mined from the internet

● Music audio: 370K hours of music videos
● Music descriptive text: Short-form and long-form labels. Optionally 

filtered to music related text
○ Examples

○ Statistics 
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LEARNING FRAMEWORK

● Loss Function

● Audio Embedding Model Architecture
○ Input: log-mel spectrogram of 10 second music clip
○ Encoder: Resnet-50, AudioSpectrogramTransformer
○ Output: 128-dimensional embedding

● Text Embedding Model Architecture
○ Warmstart from public BERT-base-uncased encoder

MUSIC TAGGING

● Method 
Score(track, query) = Cosine similarity(audio emb, query emb)
For each query, rank the scores of all candidate tracks

● Eval set 7K expert-curated playlists of a total 100K songs (not included 
in training data). Queries are playlist titles/descriptions, target audio 
are songs contained in the playlist. 

● Result

● Method Evaluate the text embeddings on a triplet classification task 
● Eval set We use both the AudioSet ontology and Playlist 

titles/descriptions to sample such triplets.
● Examples                                       Result

TEXT TO MUSIC RETRIEVAL

TEXT TO TEXT RETRIEVAL


