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Introduction
In this paper, we introduce ByteCover2, a chorus de-
tection model based on Latent feature Augmentation
and ResNet-FPN architecture. We make three contri-
butions. Firstly, we propose a method for implicitly aug-
menting chorus data in the latent space during the train-
ing stage. Compared to augmentations on audio sur-
faces such as time stretching and pitch shifting, latent
augmentations indicate changes at a higher level in orig-
inal audio, thereby increasing the diversity and suffi-
ciency in training. Second, we apply Feature Pyramid
Network (FPN) to generate additional embeddings from
low dimension to high dimension, consequently achiev-
ing a multi-scale training paradigm. Lastly, we release , a
new diversified dataset of 13 genres and 14 languages
for the community of music structure analysis. In con-
junction with other public datasets, we conduct com-
prehensive experiments to evaluate the performance of
our proposed method compared to other state-of-the-
art models, where ByteCover2 outperforms other SO-
TAs by a considerable margin, meanwhile the proposed
latent audio augmentation shows dominant advantages
over traditional augmentation methods.

TL;DR: LA-Chorus improves the
accuracy of chorus detection
with latent augmentation trick.
Moreover, we release a new
music structure dataset with di-
versified languages and genres.
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Implicit Audio Augmentation

Illustration for implicit audio augmentation in MSA
with two annotation types (verse and chorus) from a
constant Q transformation (CQT) spectrogram excerpt
of “Smooth Criminal” in Isophonics [?]. The spectro-
gram is first encoded into latent embeddings by frame,
where chorus embedding and verse embedding follow
latent distributions Pc and Pv respectively. Then la-
tent augmentations are sampled around embeddings
of verse/chorus segments, which correspond to aug-
mented verse/chorus segments in the input space (rep-
resented by dashed lines, meaning they are NOT shown
explicitly in the input space).
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