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¢ We present a novel model, BART-fusion, which Is the

first multimodal generative model for lyric interpretation;

¢ We find that audio representation integration can
Improve the performance of lyric interpretation models
on both the Interpretation task and the retrieval task;

We contribute a large-scale multimodal dataset, Song
Interpretation Dataset, which contains paired audio,
lyrics, and lyric interpretations. It is the first large-scale
open-source dataset for lyric interpretation task.
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Lyrics
—_— She lifts her skirt up to her knees Through grass grown tall and brown and still
Jp— Walks through the garden rows [t's hard somehow to let go of my pain
Jj With her bare feet laughin' On past the busted back of that old and rusted
|yl‘i S [ never learned to count my blessings  Cadillac
I choose 1nstead to dwell in my disasters That sinks into this field collecting rain
[ walk on down the hill
l Human Interpretation: I think this song is about a man who was completely

in love with a woman. He sits and remembers their time together, and by the

lyrics it seems as if what he’s remembering most are the simple times they had
together, but they may have been the most amazing. Like just watching her

laugh, walking through a garden, making love while it’s raining outside...

Song Interpretation Dataset

Data source
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Data Size

¢ 27,834 songs, around 490,000 interpretations;
¢ Covering various genres: Rock, Pop, Metal, Folk, ...

Data Preprocessing

¢ We remove overly short interpretations;
¢ \We design a voting-based filtering mechanism to
Improve data quality.

Dataset Name Train Valid. | Test
Raw dataset 440,000 | 50,000 | 800
Dataset Full 279,283 | 31,032 | 800
Dataset w/vote > 0 | 265,360 | 29,484 | 800
Dataset w/vote > 0 49,736 5,526 | 800
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BART-fusion model

Lyrics encoder
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Interpreting Song Lyrics with an Audio-Informed

Pre-trained Language Model
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Generation example

Avril Lavigne -Take Me Away

Training dataset Method Data size | R-1 R-2 R-L. | METEOR | BERT-Score
Dataset w/random BART 56,470 40.0 12.5 21.7 21.1 83.7
Dataset w/random BART-fusion 56,470 4217 13.6© 2347 22.0" 83.3
Dataset w/voting > 0 | BART 56,470 412, 13.0. 22.8% 22.04 83.6
Dataset w/voting > 0 | BART-fusion | 56,470 | 44.3°, 14.6°. 24.7° 22.67, 83.3
Dataset Full BART 316,478 44.1 14.0 24.5 2251 83.5
Dataset Full BART-fusion | 316,478 46.1© 15.0© 25.1° 23.0" 83.5
Dataset w/voting > 0 | BART 300,712 | 448, 149, 247 22.7 83.9
Dataset w/voting > 0 | BART-fusion | 300,712 | 46.7. 15.6.  25.57 2347 84.1

| think this song Is about a girl who Is in love with a guy but she Is afraid
to tell him because she doesn't want to ruin the friendship. In the first verse
she Is talking about how she can't find a way to describe how she feels and
how she wishes it would just go away. The second verse is about how the
guy Is telling her how he feels but she isn't sure if he really feels the same
way. The chorus isher saying how she is confused about what to say and

how to tell the guy. "

I'm unable, come and take me away" means that she is

unable to tell her feelings and she is trying to get the guy out of her head.
The last verse Is her telling the guy that she feels like she Is going nowhere
In her life, and she just wants him to take her away from all of this. That's
just my take on it. | can totally relate to this song. It's a very powerful song.
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